
A Level Statistics

Practice Test 1: Advanced Topics

Instructions:
Answer all questions. Show your working clearly.
Calculators may be used unless stated otherwise.

Draw diagrams where appropriate to illustrate your solutions.
Time allowed: 3 hours

Section A: Fundamental Concepts [25 marks]

1. [12 marks] Define and explain fundamental concepts:

(a) Define the Central Limit Theorem and state its key components.

(b) Explain what is meant by ”the distribution of sample means.”

(c) State the conditions under which the Central Limit Theorem applies.

(d) Define the Law of Large Numbers and explain its significance.

(e) Distinguish between the Weak Law and Strong Law of Large Numbers.

(f) Explain how these theorems relate to practical statistical inference.

2. [8 marks] Explain the importance of these theorems:

(a) Why is the Central Limit Theorem considered one of the most important theorems in statistics?

(b) Explain how the Central Limit Theorem enables us to make inferences about non-normal pop-
ulations.

(c) Describe how the Law of Large Numbers provides theoretical justification for statistical estima-
tion.

(d) Explain the relationship between sample size and the reliability of statistical inferences.

3. [5 marks] Historical and theoretical context:

(a) Explain why these theorems are called ”limit” theorems.

(b) Describe the role these theorems play in quality control and manufacturing.

(c) Explain how these concepts apply to opinion polling and market research.
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Section B: The Central Limit Theorem - Theory [30 marks]

4. [15 marks] State and explain the Central Limit Theorem:

(a) Write the mathematical statement of the Central Limit Theorem.

(b) Explain what happens to the mean of the sampling distribution of X̄.

(c) Explain what happens to the variance of the sampling distribution of X̄.

(d) State the general rule for when the normal approximation becomes adequate.

(e) Explain why the theorem works regardless of the shape of the original population.

(f) Describe how the rate of convergence to normality depends on the original distribution.

5. [15 marks] Conditions and limitations of the Central Limit Theorem:

(a) State the conditions required for the Central Limit Theorem to apply.

(b) Explain what ”independent and identically distributed” means.

(c) Describe what happens when the population has infinite variance.

(d) Explain the concept of finite population correction.

(e) Discuss how extreme skewness affects the convergence rate.

(f) Explain the Berry-Esseen theorem and its practical implications.

(g) Describe situations where the Central Limit Theorem might not apply.

(h) Explain how heavy-tailed distributions affect the theorem’s application.

(i) Discuss the difference between convergence in distribution and convergence in probability.

Section C: Central Limit Theorem Applications [35 marks]

6. [18 marks] A population has a uniform distribution on the interval [0, 10]:

(a) Calculate the population mean and variance ².

(b) Describe the shape of the original population distribution.

(c) For samples of size n = 4, describe the distribution of X̄.

(d) Calculate P(X̄ > 6) for n = 4.

(e) For samples of size n = 16, calculate P(4.5 < X̄ < 5.5).

(f) For samples of size n = 36, calculate P(|X̄ − 5| < 0.5).

(g) Compare the probabilities as sample size increases and explain the pattern.

(h) Sketch the sampling distribution of X̄ for n = 1, 4, 16, and 36.

(i) Explain how the shape changes as n increases.

7. [17 marks] A highly skewed population has mean = 20 and standard deviation = 8:

(a) For n = 9, calculate the standard error of X̄.

(b) Explain whether the normal approximation is reliable for n = 9.

© Step up Maths Page 2



A Level Statistics Practice Test 1: Advanced Topics

(c) For n = 25, calculate P(X̄ < 18).

(d) For n = 64, calculate P(19 < X̄ < 21).

(e) Find the sample size needed so that P(|X̄ − 20| < 1) = 0.95.

(f) Compare the accuracy of the normal approximation for different sample sizes.

(g) Explain why larger samples are needed for skewed populations.

(h) Calculate the 90th percentile of X̄ for n = 100.

(i) Discuss the practical implications for data collection in skewed populations.

Section D: Law of Large Numbers - Theory [25 marks]

8. [12 marks] Explain the Law of Large Numbers:

(a) State the Weak Law of Large Numbers mathematically.

(b) State the Strong Law of Large Numbers mathematically.

(c) Explain the difference between convergence in probability and almost sure convergence.

(d) Describe what ”asymptotic” means in this context.

(e) Explain why the Law of Large Numbers doesn’t guarantee that sample means will always be
close to the population mean.

(f) Relate the Law of Large Numbers to the concept of consistency in estimation.

9. [13 marks] Theoretical implications and applications:

(a) Explain how the Law of Large Numbers justifies the use of relative frequency as a probability
estimate.

(b) Describe the relationship between the Law of Large Numbers and the Central Limit Theorem.

(c) Explain how insurance companies use the Law of Large Numbers in risk assessment.

(d) Describe how the Law of Large Numbers applies to quality control processes.

(e) Explain the role of the Law of Large Numbers in Monte Carlo simulations.

(f) Discuss common misinterpretations of the Law of Large Numbers (the ”gambler’s fallacy”).

(g) Explain how the Law of Large Numbers relates to the concept of statistical stability.

(h) Describe the conditions under which the Law of Large Numbers fails to apply.

Section E: Law of Large Numbers Applications [30 marks]

10. [15 marks] A fair coin is flipped repeatedly:

(a) State the theoretical probability of heads for each flip.

(b) Use Chebyshev’s inequality to find a bound for P(|Sn/n− 0.5| > 0.1) where Sn is the number of
heads in n flips.

(c) Calculate this bound for n = 100, 1000, and 10000.

(d) Explain what these bounds tell us about the convergence rate.
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(e) For n = 1600, use the normal approximation to calculate P(|Sn/n− 0.5| > 0.05).

(f) Compare the Chebyshev bound with the normal approximation for n = 1600.

(g) Explain why the normal approximation gives a tighter bound.

(h) Discuss the practical implications for determining when a coin might be biased.

11. [15 marks] A manufacturing process produces items with a 3

(a) Define the random variable representing defective items.

(b) Calculate the mean and variance of the proportion defective in samples of size n.

(c) For n = 500, calculate P(|p̂− 0.03| > 0.01) using the normal approximation.

(d) For n = 2000, calculate P(|p̂− 0.03| > 0.005).

(e) Use Chebyshev’s inequality to bound P(|p̂− 0.03| > 0.01) for n = 500.

(f) Compare the Chebyshev bound with the normal approximation.

(g) Explain how the Law of Large Numbers applies to quality control monitoring.

(h) Determine the sample size needed so that P(|p̂− 0.03| > 0.005) ¡ 0.05.

(i) Discuss the trade-off between sample size and precision in quality control.

Section F: Convergence Concepts [25 marks]

12. [12 marks] Explain different types of convergence:

(a) Define convergence in probability and give an example.

(b) Define convergence in distribution and explain its relationship to the Central Limit Theorem.

(c) Define almost sure convergence and relate it to the Strong Law of Large Numbers.

(d) Explain convergence in mean square and its applications.

(e) Describe the hierarchy of convergence types.

(f) Explain why convergence in distribution is weaker than convergence in probability.

13. [13 marks] Rate of convergence analysis:

(a) Explain what ”rate of convergence” means in the context of the Central Limit Theorem.

(b) Describe how the Berry-Esseen theorem quantifies the rate of convergence.

(c) Explain why some distributions converge faster to normality than others.

(d) Compare the convergence rates for uniform, exponential, and normal distributions.

(e) Explain how skewness and kurtosis affect convergence rates.

(f) Describe practical implications of convergence rates for statistical applications.

(g) Explain the role of higher-order moments in determining convergence rates.

(h) Discuss how outliers affect the rate of convergence.
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Section G: Non-Standard Applications [25 marks]

14. [12 marks] Applications beyond the standard cases:

(a) Explain how the Central Limit Theorem applies to the sum of random variables.

(b) Describe the application to difference of means in two-sample problems.

(c) Explain how the theorem applies to sample variances and other statistics.

(d) Describe the Central Limit Theorem for proportions.

(e) Explain the multivariate Central Limit Theorem.

(f) Discuss applications to regression coefficients and correlation.

15. [13 marks] A population follows an exponential distribution with parameter = 0.2:

(a) Calculate the population mean and standard deviation.

(b) For samples of size n = 30, describe the approximate distribution of X̄.

(c) Calculate P(X̄ < 4) for n = 30.

(d) For the sample variance S2, explain why the Central Limit Theorem also applies.

(e) Calculate the approximate distribution of S2 for large n.

(f) For n = 50, calculate P(3 < X̄ < 7).

(g) Explain why the exponential distribution requires larger samples for good normal approximation.

(h) Compare the convergence rate with that of a symmetric distribution.

(i) Discuss practical applications in reliability and survival analysis.

Section H: Simulation and Monte Carlo Methods [20 marks]

16. [10 marks] Explain simulation applications:

(a) Describe how Monte Carlo simulation relies on the Law of Large Numbers.

(b) Explain how the Central Limit Theorem provides confidence intervals for simulation results.

(c) Describe the concept of Monte Carlo integration.

(d) Explain how bootstrap methods relate to these fundamental theorems.

(e) Describe variance reduction techniques in Monte Carlo simulation.

17. [10 marks] A Monte Carlo simulation estimates by generating random points:

(a) Explain the basic method for estimating using random points in a unit square.

(b) Define the indicator random variable for points inside the quarter circle.

(c) Calculate the theoretical probability for a point to fall inside the quarter circle.

(d) Explain how the Law of Large Numbers guarantees convergence to /4.

(e) For n = 10,000 simulations, use the Central Limit Theorem to calculate a 95

(f) Explain how to determine the number of simulations needed for a desired accuracy.

(g) Discuss the trade-off between computational cost and accuracy.

Section I: Practical Considerations [20 marks]

18. [10 marks] Real-world applications and limitations:

(a) Discuss how finite population sizes affect the application of these theorems.

(b) Explain the role of these theorems in survey sampling.

(c) Describe applications in financial risk assessment.

(d) Explain how these theorems apply to big data analytics.
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(e) Discuss limitations when dealing with dependent observations.

19. [10 marks] A market research company conducts daily polls with sample sizes varying from
500 to 2000:

(a) Explain how the Central Limit Theorem justifies treating poll results as normally distributed.

(b) Calculate the standard error for a proportion estimate with n = 800 and p̂ = 0.52.

(c) Use the Law of Large Numbers to explain why larger samples give more reliable estimates.

(d) Calculate 95

(e) Explain how these theorems help determine appropriate sample sizes for desired precision.

(f) Discuss the practical constraints that limit indefinite increases in sample size.

Section J: Advanced Theoretical Topics [25 marks]

20. [12 marks] Extensions and generalizations:

(a) Explain the Lindeberg-Lévy Central Limit Theorem.

(b) Describe the Lyapunov Central Limit Theorem and when it applies.

(c) Explain the Central Limit Theorem for martingales.

(d) Describe the functional Central Limit Theorem (Donsker’s theorem).

(e) Explain how the Central Limit Theorem extends to infinite-dimensional spaces.

(f) Discuss the Central Limit Theorem for stationary sequences.

21. [13 marks] Comprehensive theoretical analysis:

(a) A population has a Pareto distribution with shape parameter = 3. Explain whether the Central
Limit Theorem applies and why.

(b) For a population with finite mean but infinite variance, describe what happens to sample means.

(c) Explain the concept of stable distributions and their relationship to generalized limit theorems.

(d) Describe the domain of attraction for the normal distribution.

(e) Explain how the Central Limit Theorem breaks down for heavy-tailed distributions.

(f) Discuss the implications for statistical inference when standard assumptions are violated.

(g) Explain alternative limit theorems for non-standard situations.

(h) Describe robust statistical methods that don’t rely heavily on normality assumptions.

(i) Discuss the philosophical implications of these limit theorems for the nature of randomness and
probability.

Answer Space
Use this space for your working and answers.
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Formulae and Key Concepts

Central Limit Theorem:
If X1, X2, . . . , Xn are i.i.d. with mean and variance ², then:

X̄−µ
σ/

√
n

d−→ N(0, 1) as n → ∞

Equivalently: X̄ ∼ N
(
µ, σ

2

n

)
for large n

Law of Large Numbers:
Weak Law: X̄n

p−→ µ as n → ∞
Strong Law: X̄n

a.s.−−→ µ as n → ∞

Standard Error:
SE(X̄) = σ√

n

For proportions: SE(p̂) =

√
p(1−p)

n

Chebyshev’s Inequality:
P (|X̄ − µ| ≥ kσ/

√
n) ≤ 1

k2

Berry-Esseen Theorem:

supx |P ( X̄−µ
σ/

√
n
≤ x)− Φ(x)| ≤ Cρ

σ3
√
n

where = E[—X - —³] and C 0.4748

Convergence Types:
In probability: Xn

p−→ X if P (|Xn −X| > ϵ) → 0

In distribution: Xn
d−→ X if Fn(x) → F (x) at continuity points

Almost surely: Xn
a.s.−−→ X if P (limn→∞Xn = X) = 1

Sample Size Guidelines:
CLT approximation: Generally adequate for n 30
Skewed distributions: May require n 100 or larger

Symmetric distributions: Good approximation for smaller n

Finite Population Correction:
When sampling without replacement from finite population N:

SE(X̄) = σ√
n

√
N−n
N−1

Common Distributions:
Uniform[a,b]: = (a+b)/2, ² = (b-a)²/12

Exponential(): = 1/, ² = 1/²
Bernoulli(p): = p, ² = p(1-p)

END OF TEST

Total marks: 300

For more resources and practice materials, visit:
stepupmaths.co.uk
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